# **自动控制原理：从经典理论到现代实践的深度解析**

## **第一部分：自动控制理论导论**

### **第一章：控制系统概论**

#### **1.1 自动控制的本质与核心思想**

自动控制，顾名思义，是指在没有人直接参与的情况下，利用特定的控制装置，使工作机械或生产过程（即被控对象）的某一个或多个物理量（即被控量）按照预先设定的规律（即给定量）运行的技术 1。这一概念构成了现代工业、信息技术乃至社会系统运行的基石。

从更深层次的哲学视角审视，自动控制的本质是一种**目的论（Teleology）** 2。任何控制系统的存在，都是为了实现一个预设的、有意义的目标。无论是维持恒温箱的温度、引导导弹精确命中目标，还是管理一个复杂的经济系统，其核心都是为了让系统的行为趋向并维持在某个期望的状态。

实现这一“目的”的核心机制是**反馈（Feedback）**。控制论的先驱维纳（Norbert Wiener）在其划时代的著作《控制论——或关于在动物和机器中控制和通讯的科学》中，深刻揭示了控制与通信的内在联系，并强调了反馈思想的普适性 3。反馈是指将系统的输出信息（或其变换形式）重新引回输入端，并与输入信号进行比较，产生偏差信号，再利用此偏差信号去调整和纠正系统的行为。正如一些学者所指出的，“没有反馈调节的存在，目的就难以持续保持有意义的存在” 2。一个控制系统（Control System）可以被视为一个由控制主体、控制客体和控制媒体组成的，具有自身目标和功能的管理系统 4。在这个系统中，反馈是实现其目标和功能的生命线。

#### **1.2 自动控制技术发展简史**

自动控制技术的发展史，是一部人类智慧与工程实践相互驱动、理论与应用紧密结合的壮丽史诗。其演进过程清晰地体现了“问题驱动”的科学发展模式：每一个重大理论的突破，几乎都是为了解决当时面临的最棘手的工程难题。

##### **1.2.1 萌芽时期：从古代智慧到工业革命的引擎**

自动控制的思想源远流长。古代中国、埃及和巴比伦的漏壶等自动计时装置，古希腊用于宗教仪式的自动装置，以及俄国发明的浮子阀门式水位调节器，都闪耀着自动化的早期智慧之光 5。然而，真正标志着自动控制技术进入大规模应用并催生一门新学科的，是18世纪工业革命的标志性发明。

1788年，英国工程师詹姆斯·瓦特（James Watt）成功地将离心式调速器应用于蒸汽机，构成了一个真正意义上的反馈式自动控制系统 3。这个调速器通过测量蒸汽机的转速，自动调节蒸汽阀门的开度，从而维持转速的稳定。这一发明极大地提升了蒸汽机的效率和安全性，成为第一次工业革命的关键技术推手 5。值得一提的是，瓦特并非离心式调速器的首位发明者，该装置在17世纪已被用于风车，但瓦特是将其成功商业化并与当时的核心动力——蒸汽机相结合的第一人 6。

然而，技术的广泛应用也暴露了新的理论问题。大量的瓦特调速器在运行中出现了剧烈的“振荡”现象，导致系统无法稳定工作 5。这一“不稳定性”问题，成为控制领域提出的第一个核心理论挑战。为了解决这个问题，1877年，伟大的物理学家麦克斯韦（J. C. Maxwell）和数学家劳斯（E. J. Routh）等人开始运用微分方程等数学工具对调速器进行分析，首次从理论上探讨了系统的稳定性问题 3。这标志着自动控制开始从一门“工匠技艺”向一门严谨的“科学”转变。

##### **1.2.2 经典控制理论的诞生与成熟**

20世纪上半叶，随着第二次工业革命的深入，电力、电子和通信技术的飞速发展为控制理论的系统化提供了新的舞台和更迫切的需求。其中，长途电话系统的发展和第二次世界大战期间的军事需求是两大主要驱动力 3。

为了克服长途电话信号衰减问题，贝尔实验室的布莱克（H. S. Black）发明了负反馈放大器。但新的问题随之而来：许多放大器出现了“啸叫”的不稳定现象。为了解决这个问题，同在贝尔实验室的奈奎斯特（H. Nyquist）于1932年提出了基于频率响应的稳定判据，即著名的奈奎斯特稳定判据 3。这一成果，连同波特（H. W. Bode）的波特图分析法，共同奠定了以

**频率域方法**为核心的经典控制理论的基础。

第二次世界大战期间，为了解决雷达天线自动跟踪、高射炮火力控制等复杂的军事问题，伺服机构（Servomechanism）技术得到了空前的发展。美国数学家伊文思（W. R. Evans）在此期间发展出了**根轨迹法**，提供了一种直观分析系统参数变化对稳定性影响的图解方法 3。

战争结束后，这些理论和技术成果被系统地整理和发展。1948年，美国数学家维纳（Norbert Wiener）出版了巨著《控制论》，正式将“控制”确立为一门研究动物和机器中控制与通信共同规律的独立学科 3。1954年，中国科学家钱学森在美国出版的《工程控制论》则系统地将控制论思想应用于工程技术领域，成为另一部奠基性著作 5。

至此，以传递函数为基础，以频率域分析法和根轨迹法为主要工具，研究**单输入-单输出（SISO）、线性定常（LTI）系统**的**经典控制理论**正式形成并走向成熟 1。

##### **1.2.3 现代控制理论的兴起与发展**

经典控制理论在解决SISO、LTI系统问题上取得了巨大成功，但面对20世纪50年代末兴起的航天技术和日益复杂的工业过程，其局限性也日益凸显。导弹的精确制导、卫星的姿态控制、化工厂的多变量过程控制等，都属于**多输入-多输出（MIMO）、时变、非线性**系统，经典控制理论对此显得力不从心 1。

新的挑战催生了新的理论。在计算机技术飞速发展的支持下，控制理论进入了**现代控制理论**时期。其核心是采用**状态空间法**来描述和分析系统 1。状态空间法直接在时域内，用一组一阶微分方程（状态方程）来描述系统的内部动态，相比于只关注输入输出关系的传递函数法，它能提供对系统更完整、更深刻的描述。

现代控制理论的奠基性成果主要有三项 3：

1. **最优控制理论**：苏联数学家庞特里亚金（L. S. Pontryagin）提出的**极大值原理**和美国数学家贝尔曼（R. E. Bellman）提出的**动态规划**，为解决如何使系统性能指标（如时间、燃料消耗）达到最优的问题提供了强大的数学工具。
2. **卡尔曼滤波**：美国工程师卡尔曼（R. E. Kalman）于1960年提出的滤波理论，完美解决了在含随机噪声的情况下，如何从测量数据中精确估计系统状态的问题。
3. **线性系统理论**：卡尔曼等人对系统的能控性和能观性等基本结构性质进行了深入研究，为状态空间控制器的设计奠定了理论基础。

进入20世纪70年代以后，随着学科的交叉渗透，控制理论的研究领域进一步扩展，涌现出大系统理论、自适应控制、模糊控制、神经网络控制、鲁棒控制等众多分支，共同构成了广义的智能控制理论研究前沿 3。

#### **1.3 控制系统的基本组成与分类**

尽管控制系统千差万别，但它们通常都包含一些基本组成部分 8：

1. **被控对象（Controlled Object/Plant）**：需要对其某个或某些物理量进行控制的机器、设备或过程。例如，电炉、电动机、化工厂的反应釜等。
2. **测量元件（或传感器, Sensor）**：用于检测被控量，并将其转换为便于处理的信号（如电压、电流）。例如，温度计、测速发电机、压力传感器等。
3. **给定装置（Set-point Device）**：用于产生代表期望值的信号，即给定值。例如，设定温度的旋钮、给定电压的电位器等。
4. **比较元件（Comparator）**：将测量元件检测到的被控量实际值与给定值进行比较，得出偏差信号。在电路中通常由运算放大器实现。
5. **控制器（Controller）**：根据偏差信号，按照一定的控制规律（如PID控制）产生控制信号，去驱动执行器。这是控制系统的“大脑”。
6. **执行器（Actuator）**：接收来自控制器的信号，直接对被控对象施加控制作用。例如，控制加热功率的继电器、调节阀门开度的电机等。

控制系统可以根据不同的标准进行分类，常见的分类方法有：

* **按控制方式**：可分为开环控制系统、闭环控制系统和复合控制系统 1。
* **按给定值变化规律**：可分为恒值控制系统（给定值不变，如温度控制）、随动系统（给定值随时间任意变化，如雷达跟踪）、程序控制系统（给定值按预定时间程序变化，如无人驾驶汽车循迹）。
* **按系统数学特性**：可分为线性系统与非线性系统、定常系统与时变系统、连续系统与离散系统。

#### **1.4 控制的基本方式：开环与闭环控制**

##### **1.4.1 开环控制：定义、特点与实例分析**

**定义**：开环控制（Open-loop Control）是指控制装置与被控对象之间只有顺向的控制作用，而没有反向的联系。系统的输出量不会对控制器的输出产生任何影响 1。其控制作用是根据给定值预先设定的，不受系统输出或外部扰动的影响。

**特点**：

* **优点**：结构简单，成本低廉，易于实现和维护 4。
* **缺点**：控制精度不高，对被控对象参数变化和外部扰动的抑制能力差 1。

实例分析：电炉温度开环控制

一个简单的电炉，其控制系统如图1-1所示 1。

* **给定值**：期望的加热时间。
* **控制器**：一个简单的定时开关。
* **执行器**：加热电阻丝。
* **被控对象**：电炉。
* **被控量**：炉内温度。
* **扰动**：环境温度变化、炉门开关、电源电压波动等。

在这个系统中，我们设定一个加热时间，时间一到，开关自动断开。整个过程中，炉内的实际温度是多少，完全不影响开关的动作。如果因为电压波动导致实际温度未达到预期，系统本身无法进行任何修正。

图1-1: 炉温开环控制系统示意图 1

然而，需要指出的是，纯粹的开环控制在现实世界中几乎是不存在的。任何看似开环的系统，在更广阔的视角和更长的时间尺度下，都隐含着一个闭环调节。最常见的形式就是“人在环中”（Human-in-the-loop）2。对于上述电炉，如果使用者发现一次加热后食物没熟，他会在下一次增加加热时间。这个“人”的观察、判断和调整行为，就构成了一个更大范围、更长时间尺度的反馈闭环。因此，可以说，自动化并非旨在完全驱逐人，而是将人从繁琐、重复的底层操作中解放出来，去从事更高层次的监控、维护和决策工作 2。

##### **1.4.2 闭环（反馈）控制：定义、原理与实例分析**

**定义**：闭环控制（Closed-loop Control），又称反馈控制（Feedback Control），是指控制装置与被控对象之间既有顺向的控制作用，又有反向的联系（即反馈）1。系统的输出量被测量并反馈回输入端，与给定值进行比较，形成偏差。控制器根据偏差来产生控制作用，以减小或消除这个偏差 4。

**原理**：闭环控制的核心是**负反馈**。反馈信号的引入是为了与输入信号作比较，通常是相减，以得到偏差。控制的目标就是使这个偏差趋于零。

**特点**：

* **优点**：控制精度高，对外部扰动和系统内部参数变化具有很强的抑制能力，即鲁棒性好 4。
* **缺点**：结构相对复杂，成本较高。由于引入了反馈回路，可能会导致系统振荡甚至不稳定，因此需要进行精心的设计与分析 4。

实例分析：电机转速自动闭环控制

为了保持电机转速恒定，不受负载变化的影响，可以设计一个自动闭环控制系统，如图1-2所示 1。

* **给定值**：通过给定电位器设定一个期望转速对应的电压 ur​。
* **被控对象**：直流电动机。
* **被控量**：电机转速 n。
* **测量元件**：测速发电机（TG），它能输出一个与转速 n 成正比的反馈电压 uf​。
* **比较元件**：将给定电压 ur​ 与反馈电压 uf​ 相减，得到偏差电压 e=ur​−uf​。
* **控制器与执行器**：功率放大器，根据偏差电压 e 调整输出功率，驱动电动机。

当负载增加导致转速 n 下降时，反馈电压 uf​ 随之减小，偏差 e 增大，控制器输出功率增加，从而使转速 n 回升，抵抗了负载扰动的影响。

图1-2: 电机转速自动闭环控制系统方框图 1

##### **1.4.3 复合控制简介**

复合控制（Composite Control）是一种将开环控制和闭环控制相结合的控制方式 1。它既利用闭环控制按偏差进行调节以保证控制精度，又引入开环控制的思路，将可测量的主要扰动量直接引入控制器，产生一种补偿作用，以提前削弱或消除扰动对输出的影响。这种“前馈-反馈”结合的策略，能够比单纯的反馈控制更快地响应扰动，从而获得更优的控制性能。俄国工程师契柯列夫在1874年就提出了按扰动进行调节的原理，是复合控制思想的早期体现 7。

#### **1.5 对控制系统的基本要求：稳、准、快**

评价一个控制系统性能的优劣，通常有三个基本维度：稳定性、准确性和快速性。这三者构成了控制系统设计与分析的核心目标，但它们之间常常存在着固有的矛盾与权衡 8。

* 稳定性（Stability）  
  稳定性是控制系统能够正常工作的首要前提和最基本的要求 10。一个不稳定的系统，其输出响应会发散或持续振荡，不仅无法完成控制任务，甚至可能损坏设备。  
    
  从物理上直观理解，稳定性是指一个系统在受到外部扰动偏离其平衡状态后，能否自行恢复到原来平衡状态的能力 10。一个放在凹碗底部的小球是稳定的，轻推一下它会来回滚动最终回到碗底；而一个放在凸碗顶部的小球则是不稳定的，轻轻一碰就会滚落，再也回不到顶部 10。  
    
  在控制系统中，稳定的系统在受到扰动或给定值改变后，其过渡过程是收敛的，振荡是衰减的；而不稳定的系统，其过渡过程会发散，振荡是增幅的 10。
* 准确性（Accuracy）  
  准确性，或称精度，是指系统在达到稳定状态后，其输出量与期望的给定值的接近程度。它是衡量系统控制质量的重要指标 11。  
    
  在控制理论中，准确性通常用\*\*稳态误差（Steady-state Error）\*\*来定量描述 14。稳态误差就是系统进入稳态后，输出量的实际值与期望值之间的差值。一个高精度的控制系统，其稳态误差必须足够小，甚至为零。例如，在钢铁生产中，对钢材表面缺陷的识别准确率要求极高，直接关系到产品质量和附加值 12。
* 快速性（Rapidity）  
  快速性是指系统响应的迅速程度，即系统在受到指令或扰动后，过渡过程时间的长短 16。一个响应快速的系统能够迅速地从一个稳定状态过渡到另一个新的稳定状态。  
    
  快速性通常用一系列瞬态响应性能指标来衡量，如上升时间（Rise Time）、\*\*调节时间（Settling Time）\*\*等 14。例如，机场的自动化行李处理系统，其作业速度远快于人工，能显著缩短乘客等待时间，提升机场运营效率 16。

这三个性能指标之间往往是相互制约的。例如，在设计控制器时，过分追求快速性（如采用过大的增益）可能会导致系统超调量增大，甚至牺牲稳定性；而为了提高准确性（如引入积分环节以消除稳态误差），又可能会使系统的响应速度变慢。因此，控制系统设计的核心挑战之一，就是在“稳、准、快”三者之间找到一个满足工程实际需求的最优平衡点。这正是后续章节中“系统校正”所要解决的核心问题。

### **第二部分：经典控制理论——频域与复域分析**

### **第二章：控制系统的数学模型**

为了对控制系统进行定量的分析和设计，必须首先将其物理行为转化为数学语言来描述。数学模型是连接物理世界与控制理论的桥梁，它舍弃了具体物理系统的个性（如尺寸、材料），而抓住了其动态行为的共性。经典控制理论主要研究线性定常系统，其最常用的数学模型包括微分方程、传递函数和结构图/信号流图。

#### **2.1 微分方程的建立**

任何物理系统的动态过程，本质上都遵循着相应的物理定律。因此，建立系统数学模型的第一步，就是根据这些基本定律，列写出描述系统各变量之间关系的微分方程 8。

**建立微分方程的一般步骤** 18：

1. **确定输入输出**：明确系统的输入量（控制量和扰动量）和输出量（被控量）。
2. **分析物理过程**：分析系统内部的物理或化学过程，确定各部分遵循的基本定律。
3. **列写方程**：根据物理定律（如电路的基尔霍夫定律、机械系统的牛顿第二定律、热力学定律等）列出描述各变量关系的原始方程组。
4. **线性化与化简**：对于非线性环节，在工作点附近进行线性化处理。然后，通过代数运算消去中间变量，得到直接描述输出量与输入量关系的n阶线性常微分方程。

实例：RLC串联电路

考虑如图2-1所示的RLC串联电路，输入为电压 ui​(t)，输出为电容两端电压 uc​(t)。

!(https://i.imgur.com/gI2Qy6h.png)

图2-1: RLC串联电路

根据基尔霍夫电压定律（KVL），回路电压方程为 18：

Ri(t)+Ldtdi(t)​+uc​(t)=ui​(t)

又因为流过电容的电流为 i(t)=Cdtduc​(t)​，将其代入上式，得到：

RCdtduc​(t)​+LCdt2d2uc​(t)​+uc​(t)=ui​(t)

整理后，得到描述该系统的二阶线性常微分方程：

LCdt2d2uc​(t)​+RCdtduc​(t)​+uc​(t)=ui​(t)

这个微分方程就是该RLC电路的数学模型。

#### **2.2 核心数学工具：拉普拉斯变换**

直接求解高阶微分方程是相当繁琐的。为了简化分析，控制理论引入了一个强大的数学工具——拉普拉斯变换（Laplace Transform）。它的核心作用，是将时域（t域）中的复杂微积分运算，转换为复频域（s域）中简单的代数运算 19。

##### **2.2.1 定义、性质与反变换**

**定义**：对于一个时域函数 f(t)（要求 t<0 时，f(t)=0），其拉普拉斯变换定义为 21：

F(s)=L[f(t)]=∫0∞​f(t)e−stdt

其中，s=σ+jω 是一个复变量。F(s) 称为 f(t) 的像函数，f(t) 称为 F(s) 的原像函数。

拉普拉斯反变换：从像函数 F(s) 求原像函数 f(t) 的过程称为拉普拉斯反变换，记为：

$$ f(t) = \mathcal{L}^{-1}[F(s)] = \frac{1}{2\pi j} \int\_{\sigma-j\infty}^{\sigma+j\infty} F(s)e^{st} ds $$

在工程应用中，通常不直接使用复杂的围线积分来求反变换，而是通过查表和利用部分分式展开法来完成。

**重要性质**：拉普拉斯变换之所以在控制理论中如此重要，得益于其一系列优良的性质。下表总结了最常用的一些性质 21。

**表格 2-1: 常用拉普拉斯变换对及重要性质**

| 性质名称 | 时域表达式 f(t) | 像函数表达式 F(s) |
| --- | --- | --- |
| **常用变换对** |  |  |
| 单位脉冲 | δ(t) | 1 |
| 单位阶跃 | 1(t) | s1​ |
| 单位斜坡 | t | s21​ |
| 指数衰减 | e−at | s+a1​ |
| 正弦函数 | sin(ωt) | s2+ω2ω​ |
| 余弦函数 | cos(ωt) | s2+ω2s​ |
| **重要性质** |  |  |
| 线性性质 | af1​(t)+bf2​(t) | aF1​(s)+bF2​(s) |
| 时移性质 | f(t−t0​)1(t−t0​) | e−st0​F(s) |
| 复频移性质 | e−atf(t) | F(s+a) |
| 微分性质 | dtdf(t)​ | sF(s)−f(0) |
|  | dtndnf(t)​ | snF(s)−sn−1f(0)−⋯−f(n−1)(0) |
| 积分性质 | ∫0t​f(τ)dτ | sF(s)​ |
| **初值定理** | f(0+)=limt→0+​f(t) | lims→∞​sF(s) |
| **终值定理** | f(∞)=limt→∞​f(t) | lims→0​sF(s) (要求 sF(s) 的极点均在左半s平面) |

##### **2.2.2 应用：求解线性常微分方程**

微分性质是拉普拉斯变换在控制理论中最核心的应用。它将时域中的微分运算 d/dt 变成了s域中的乘法运算（乘以s），从而将微分方程转化为代数方程 19。

**求解步骤** 20：

1. **变换**：对微分方程两边的每一项进行拉普拉斯变换，利用其微分、积分等性质，将原方程变为关于像函数 Y(s) 和 U(s) 的代数方程。在这一步中，系统的初始条件（如 y(0), y′(0) 等）会作为已知项自然地出现在代数方程中。
2. **求解**：通过代数运算，解出输出量像函数 Y(s) 的表达式。
3. **反变换**：对 Y(s) 进行拉普拉斯反变换，求得系统输出的时域解 y(t)。这一步通常需要将 Y(s) 展开为部分分式的形式，然后查表得到每一项的原像函数。

#### **2.3 传递函数**

##### **2.3.1 定义、性质与物理意义**

**定义**：对于一个线性定常系统，在**零初始条件**下，其输出量的拉普拉斯变换 C(s) 与输入量的拉普拉斯变换 R(s) 之比，定义为该系统的**传递函数（Transfer Function）**，用 G(s) 表示 18。

G(s)=R(s)C(s)​

从微分方程建立传递函数：

对系统的n阶线性常微分方程（假设输入为 r(t)，输出为 c(t)）：

$$ a\_n \frac{d^n c}{dt^n} + \dots + a\_1 \frac{dc}{dt} + a\_0 c = b\_m \frac{d^m r}{dt^m} + \dots + b\_1 \frac{dr}{dt} + b\_0 r

在∗∗零初始条件∗∗下，对上式两边取拉普拉斯变换，得到：

(a\_n s^n + \dots + a\_1 s + a\_0) C(s) = (b\_m s^m + \dots + b\_1 s + b\_0) R(s)

因此，传递函数为：

G(s) = \frac{C(s)}{R(s)} = \frac{b\_m s^m + \dots + b\_1 s + b\_0}{a\_n s^n + \dots + a\_1 s + a\_0} $$

这是一个关于复变量 s 的有理分式。

**性质与物理意义** 18：

1. **系统固有属性**：传递函数仅由系统的结构和参数决定，与输入信号的形式和大小以及初始条件无关。它完整地描述了系统自身的动态特性。
2. **适用范围**：传递函数只适用于线性定常（LTI）系统。
3. **零初始条件假设**：传递函数的定义是基于零初始条件的，它描述的是系统的零状态响应。这意味着我们暂时忽略了系统内部初始储能的影响，而专注于研究系统对外部输入的响应模式。这是一种重要的分析策略，即分离变量，先研究核心矛盾。
4. **物理可实现性**：对于物理可实现的系统，传递函数分子的阶次 m 必须不大于分母的阶次 n（m≤n）。
5. **复数函数**：传递函数 G(s) 是复变量 s 的函数，它将s域中的输入信号转换为s域中的输出信号。令 s=jω，得到的 G(jω) 便是系统的频率特性，描述了系统对不同频率正弦输入的响应特性，这揭示了传递函数深刻的物理意义。

##### **2.3.2 零点与极点的概念及其对系统动态的影响**

传递函数 G(s) 是一个有理分式，可以表示为：

G(s)=K(s−p1​)(s−p2​)…(s−pn​)(s−z1​)(s−z2​)…(s−zm​)​

* **零点（Zeros）**：使分子多项式为零的 s 值（z1​,z2​,…），称为系统的零点。零点影响系统响应的幅值和相位，但不决定响应的形式。
* **极点（Poles）**：使分母多项式为零的 s 值（p1​,p2​,…），称为系统的极点。分母多项式也称为系统的**特征多项式**，其根（即极点）也称为系统的**特征根** 18。

**极点是决定系统动态行为的关键**。系统输出响应的时域表达式中，包含了形如 epi​t 的项，其中 pi​ 是系统的极点。因此：

* 如果极点 pi​ 是负实数，它对应一个指数衰减的响应分量。
* 如果极点是一对共轭复数 p1,2​=−σ±jωd​，它对应一个衰减振荡的响应分量，衰减速度由实部 σ 决定，振荡频率由虚部 ωd​ 决定。
* **关键结论**：**系统稳定的充要条件是其传递函数的所有极点都位于s平面的左半部分（即所有极点的实部均为负数）**。只要有任何一个极点位于右半平面或虚轴上（重根情况），系统就是不稳定的。

##### **2.3.3 典型环节的传递函数**

控制系统可以看作由若干基本环节组合而成。熟悉这些典型环节的传递函数是进行系统分析和设计的基础 8。

* **比例环节**：G(s)=K
* **积分环节**：G(s)=s1​
* **微分环节**：G(s)=s
* **惯性环节（一阶环节）**：G(s)=Ts+11​
* **振荡环节（二阶环节）**：G(s)=s2+2ζωn​s+ωn2​ωn2​​
* **延迟环节**：G(s)=e−τs

#### **2.4 系统的结构图与信号流图**

为了直观地表示系统中各组成部分之间的信号传递关系，工程上常采用结构图（方框图）和信号流图这两种图形化模型。

##### **2.4.1 结构图的等效变换法则**

结构图（Block Diagram）由代表传递函数的**方框**、代表信号的**信号线（带箭头）**、表示信号相加减的\*\*综合点（或相加点）**以及信号引出的**引出点（或分支点）\*\*组成。对于复杂的结构图，直接写出其总的传递函数很困难，需要通过一系列等效变换规则将其化简 23。

化简的本质是，在不改变系统输入输出关系的前提下，改变图的连接形式。下表总结了常用的等效变换规则 24。

**表格 2-2: 结构图（方框图）等效变换规则**

| 规则名称 | 变换前 | 变换后 |
| --- | --- | --- |
| **1. 串联连接** |
| **2. 并联连接** |
| **3. 反馈连接（负反馈）** |
| **4. 移动相加点（向后移过方框）** |
| **5. 移动相加点（向前移过方框）** |
| **6. 移动引出点（向前移过方框）** |
| **7. 移动引出点（向后移过方框）** |

通过反复应用这些规则，可以将复杂的结构图逐步化简，最终得到一个表示系统总传递函数的单一方框。然而，这种逐次化简的方法对于复杂系统而言过程繁琐且易出错 26。

##### **2.4.2 信号流图与梅森增益公式**

信号流图（Signal Flow Graph）是表示线性代数方程组的另一种有向图，它与结构图可以相互转换 26。信号流图由

**节点**（表示变量）和**支路**（表示节点间的传递函数）组成 28。

对于复杂的信号流图，美国学者梅森（S. J. Mason）提出了一个可以直接求出系统总传递函数的通用公式，即**梅森增益公式（Mason's Gain Formula）**28。这是一种结构化的分析方法，避免了繁琐的逐步化简过程。

梅森增益公式：

G(s)=R(s)C(s)​=Δ∑k=1N​Pk​Δk​​

其中：

* N：从输入节点到输出节点的前向通路总数。
* Pk​：第 k 条前向通路的增益（通路上所有支路增益的乘积）。
* Δ：系统的特征式（或称行列式），其计算公式为：  
  Δ=1−(∑Li​)+(∑Li​Lj​)−(∑Li​Lj​Lk​)+…
  + ∑Li​：所有单个回路的增益之和。
  + ∑Li​Lj​：所有互不接触（没有公共节点）的两两回路的增益乘积之和。
  + ∑Li​Lj​Lk​：所有互不接触的三三回路的增益乘积之和。以此类推。
* Δk​：与第 k 条前向通路相关的余子式。其计算方法为，在系统特征式 Δ 的表达式中，将所有与第 k 条前向通路有接触（有公共节点）的回路增益置为零后得到。

梅森公式虽然形式复杂，但其思路清晰，只要能正确识别出信号流图中的所有前向通路和回路，就可以通过一个固定的算法直接计算出总传递函数，非常适合计算机编程实现 29。

### **第三章：时域分析法**

时域分析法是一种直接在时间域中研究系统性能的方法。它通过分析系统在典型输入信号作用下的输出响应曲线，来评价系统的稳定性、快速性和准确性，具有直观、准确的优点 31。

#### **3.1 典型输入信号与系统的时间响应**

为了在统一的标准下比较和评价不同控制系统的性能，工程上常采用几种数学表达式简单且具有代表性的**典型输入信号** 31。最常用的有：

* **单位阶跃信号** (r(t)=1(t))：模拟系统启动或负载的突变。系统在阶跃输入下的响应最能考验其性能，如果阶跃响应满足要求，通常在其他输入下性能也会令人满意 31。
* **单位斜坡信号** (r(t)=t)：模拟系统以恒定速度跟踪目标。
* **单位抛物线信号** (r(t)=0.5t2)：模拟系统以恒定加速度跟踪目标。
* **单位脉冲信号** (δ(t))：理论上用于分析系统的内在特性，系统的脉冲响应的拉氏变换就是其传递函数。

系统在输入信号作用下的时间响应 c(t)，通常可以分解为两部分 14：

1. **瞬态响应（Transient Response）**：指系统从初始状态开始，到进入新的稳定状态之前的响应过程。这部分响应的形式由系统自身的特性（即传递函数的极点）决定，反映了系统的**快速性**和**平稳性**。对于稳定系统，瞬态响应会随时间衰减至零。
2. **稳态响应（Steady-State Response）**：指当时间 t→∞ 时，系统输出的最终表现形式。这部分响应的形式由输入信号决定，反映了系统的**准确性**，即输出对输入的复现程度。

#### **3.2 瞬态响应性能指标分析**

瞬态响应的性能通常通过系统在单位阶跃输入下的响应曲线来量化。

##### **3.2.1 一阶系统的时域分析**

一阶系统的标准传递函数形式为 33：

G(s)=Ts+1K​

其中 K 是系统增益，T 是时间常数。

在单位阶跃输入（R(s)=1/s）作用下，其输出响应为：

c(t)=K(1−e−t/T),t≥0

其响应曲线是一条单调上升、无超调的指数曲线，最终趋于稳态值 K。

**时间常数 T 的物理意义**是衡量系统响应速度的核心指标。它表示响应上升到其终值的 1−e−1≈63.2% 所需的时间 33。

T 越小，响应越快，曲线越陡峭。

**调节时间 ts​** 是指响应进入并保持在终值 ±5% 或 ±2% 误差带内所需的最短时间。对于一阶系统 33：

* ts​≈3T （对应 ±5% 误差带）
* ts​≈4T （对应 ±2% 误差带）

##### **3.2.2 二阶系统的时域分析（重点分析欠阻尼情况）**

二阶系统在控制工程中极为常见，其标准传递函数形式为 33：

G(s)=s2+2ζωn​s+ωn2​ωn2​​

其中，ζ（zeta）是阻尼比，ωn​（omega-n）是无阻尼自然振荡频率。这两个参数共同决定了二阶系统的动态特性。

系统的响应形式取决于阻尼比 ζ 的取值：

* ζ>1：**过阻尼**，响应无振荡，类似于一阶系统但更缓慢。
* ζ=1：**临界阻尼**，响应最快且无超调。
* 0<ζ<1：**欠阻尼**，响应出现振荡衰减，是工程中最常见的情况 34。
* ζ=0：**无阻尼**，响应为等幅振荡。
* ζ<0：**负阻尼**，响应为发散振荡，系统不稳定。

对于工程上最关心的**欠阻尼**情况，其单位阶跃响应曲线如图3-2所示，并定义了以下关键性能指标 14。

图3-2: 欠阻尼二阶系统单位阶跃响应及性能指标 14

**表格 3-1: 欠阻尼二阶系统瞬态响应性能指标** 35

| 性能指标 | 定义 | 计算公式 | 与 ζ,ωn​ 的关系 |
| --- | --- | --- | --- |
| **上升时间 tr​** | 响应从终值的10%上升到90%（或0到100%）的时间 | 无简单通用公式，近似为 tr​≈ωd​π−β​ | ωn​ 越大，tr​ 越小；ζ 增大，tr​ 略微增大。 |
| **峰值时间 tp​** | 响应到达第一个峰值所需的时间 | tp​=ωd​π​=ωn​1−ζ2​π​ | ωn​ 越大，tp​ 越小；ζ 增大，tp​ 增大。 |
| **超调量 σ%** | 最大峰值超出稳态值的百分比 | σ%=e−1−ζ2​πζ​×100% | **只与 ζ 有关**。ζ 越小，σ% 越大。 |
| **调节时间 ts​** | 响应进入并保持在稳态值误差带内的时间 | ts​≈ζωn​3​ (5%误差带)  ts​≈ζωn​4​ (2%误差带) | **由乘积 ζωn​ 决定**。ζωn​ 越大，ts​ 越小。 |

从这些公式可以看出，ζ 主要决定了系统的平稳性（超调量），而 ωn​ 主要决定了系统的响应速度（上升时间、峰值时间）。ζωn​（即闭环极点实部的绝对值）则决定了衰减的快慢（调节时间）。

##### **3.2.3 高阶系统的近似分析**

对于三阶及更高阶的系统，其时域响应的解析表达式非常复杂。但在工程实践中，如果高阶系统的闭环极点中，有一对或一个极点比其他所有极点都更靠近虚轴，那么系统的瞬态响应将主要由这对（或这个）**主导极点**所决定，而远离虚轴的极点对应的响应分量会很快衰减，可以忽略。此时，可以将高阶系统近似为等效的二阶或一阶系统进行分析 35。

#### **3.3 稳定性分析：代数判据**

##### **3.3.1 系统稳定性的概念**

如前所述，稳定性是系统正常工作的前提。在时域分析中，系统稳定的充要条件是：当时间 t→∞ 时，系统的单位脉冲响应 h(t) 趋于零。

从传递函数的角度看，这等价于系统的所有闭环极点都必须具有负实部，即全部位于s平面的左半开平面 36。

##### **3.3.2 劳斯-赫尔维茨（Routh-Hurwitz）稳定判据**

直接求解高阶特征方程的根来判断极点位置是非常困难的。劳斯-赫尔维茨判据提供了一种代数方法，无需解根，只需根据特征方程的系数，就能判断出系统在s平面右半部分极点的数量，从而判断系统的稳定性 37。

设系统的闭环特征方程为：

an​sn+an−1​sn−1+⋯+a1​s+a0​=0

稳定性的必要条件：系统稳定的一个必要但不充分的条件是，特征方程的所有系数 ai​ 都必须存在且为同号（通常为正）。若有任何系数为零或负数，系统一定不稳定或处于临界稳定状态。

**劳斯表（Routh Array）的构造与判据**：

1. **构造劳斯表**：将特征方程的系数按如下规则排列成一个阵列 37：
   * 第一行：an​,an−2​,an−4​,…
   * 第二行：an−1​,an−3​,an−5​,…
   * 第三行及以后各行的元素由其上面两行的元素计算得到：  
     $$ s^{n-2}: \quad b\_1 = \frac{a\_{n-1}a\_{n-2} - a\_n a\_{n-3}}{a\_{n-1}}, \quad b\_2 = \frac{a\_{n-1}a\_{n-4} - a\_n a\_{n-5}}{a\_{n-1}}, \dots $$ $$ s^{n-3}: \quad c\_1 = \frac{b\_1 a\_{n-3} - a\_{n-1} b\_2}{b\_1}, \quad c\_2 = \frac{b\_1 a\_{n-5} - a\_{n-1} b\_3}{b\_1}, \dots $$  
     以此类推，直到 s0 行。
2. **劳斯稳定判据**：**闭环系统稳定的充要条件是劳斯表第一列的所有元素均为正数** 37。
   * 如果第一列出现负数，则系统不稳定，并且**第一列元素符号改变的次数等于系统在右半s平面极点的个数**。

**特殊情况处理** 37：

* **情况一：第一列出现零，但该行其余元素不全为零**。
  + **处理方法**：用一个很小的正数 ϵ 代替该零元素，继续完成劳斯表的计算。然后根据 ϵ→0+ 时的符号来判断第一列的符号变化。
* **情况二：某一行元素全为零**。
  + **处理方法**：这表明特征方程存在关于原点对称的根（如一对纯虚根、一对大小相等符号相反的实根等）。此时，利用全零行的上一行系数构造一个**辅助多项式 A(s)**，然后用 A(s) 对 s 的导数 dA(s)/ds 的系数来替代全零行，继续完成劳斯表。系统的稳定性由剩余部分决定，而对称根则由辅助方程 A(s)=0 的解给出。

#### **3.4 稳态误差分析与计算**

稳态误差是衡量系统准确性的核心指标。

##### **3.4.1 误差与稳态误差的定义**

对于单位反馈系统，误差信号 e(t) 定义为输入信号 r(t) 与输出信号 c(t) 之差。其稳态误差 ess​ 定义为当时间 t→∞ 时误差信号的极限值 33：

ess​=t→∞lim​e(t)

利用拉普拉斯变换的终值定理，可以方便地从s域计算稳态误差：

ess​=s→0lim​sE(s)

其中，E(s) 是误差信号的拉氏变换。对于单位反馈系统，E(s)=1+G(s)1​R(s)，其中 G(s) 是系统的开环传递函数。

##### **3.4.2 系统类型与静态误差系数**

系统的稳态误差不仅与输入信号有关，还与系统自身的结构密切相关。为了描述这种关系，我们根据开环传递函数 G(s) 在原点处积分环节的个数 γ 来定义**系统类型** 33。

G(s)=sγ∏(τj​s+1)K∏(Ti​s+1)​

* γ=0：**0型系统**
* γ=1：**I型系统**
* γ=2：**II型系统**

系统类型越高，意味着低频段的增益越大，抑制低频扰动和跟踪低频信号的能力越强。

为了方便计算稳态误差，定义了三个**静态误差系数** 33：

* **静态位置误差系数**：Kp​=lims→0​G(s)
* **静态速度误差系数**：Kv​=lims→0​sG(s)
* **静态加速度误差系数**：Ka​=lims→0​s2G(s)

##### **3.4.3 不同输入下的稳态误差计算**

将不同类型的系统与不同类型的典型输入相结合，可以得到其稳态误差的计算结果，如下表所示 33。

**表格 3-2: 不同类型系统在典型输入下的稳态误差**

| 系统类型 | 输入：单位阶跃 r(t)=1(t) | 输入：单位斜坡 r(t)=t | 输入：单位抛物线 r(t)=0.5t2 |
| --- | --- | --- | --- |
|  | Kp​ | ess​=1+Kp​1​ | Kv​ |
| **0型系统** (γ=0) | K | 1+K1​ | 0 |
| **I型系统** (γ=1) | ∞ | 0 | K |
| **II型系统** (γ=2) | ∞ | 0 | ∞ |

从表中可以得出深刻的结论：

* **无差跟踪**：要使系统对某一类型的输入信号实现无差跟踪（ess​=0），系统的类型数 γ 必须至少比输入信号拉氏变换中 1/s 的幂次高1。例如，要无差跟踪阶跃输入（R(s)=1/s），系统至少要是I型。
* **减小误差**：对于有差系统，增大开环增益 K 可以减小稳态误差，但过大的 K 会对系统的稳定性产生不利影响，这是控制设计中一个经典的权衡。
* **积分环节的力量**：增加开环传递函数中的积分环节（即提高系统类型），是消除或减小稳态误差最根本、最有效的方法。这揭示了积分环节的本质力量：它能不断累积微小的误差，直到产生足够的控制作用将其彻底消除。

### **第四章：根轨迹法**

时域分析法虽然精确，但当系统参数（如增益K）变化时，需要重新计算闭环极点，过程繁琐。频率法虽然直观，但给出的是稳态信息，与时域性能指标的定量关系不直接。根轨迹法（Root Locus Method）则提供了一种独特的视角，它直观地展示了当系统某一参数变化时，闭环极点在s平面上的运动轨迹，从而架起了参数变化与系统性能（稳定性、动态响应）之间的桥梁。

#### **4.1 根轨迹的基本概念**

**定义**：对于一个负反馈系统，其闭环特征方程为 1+G(s)H(s)=0。若其开环传递函数可以写成 G(s)H(s)=K⋅G0​(s) 的形式，则**根轨迹**定义为：当参数 K 从 0 变化到 +∞ 时，闭环特征方程的根（即闭环极点）在s平面上描绘出的轨迹 39。

根轨迹方程：

特征方程 1+KG0​(s)=0 可以改写为 G0​(s)=−1/K。由于 K 是正实数，这意味着s平面上所有位于根轨迹上的点 s 都必须满足以下两个条件：

1. **相角条件**：∠G0​(s)=∠(−1/K)=(2k+1)180∘，k=0,±1,±2,…
2. **模值条件**：∣G0​(s)∣=1/K

**相角条件是判断一个点是否在根轨迹上的充要条件**，是绘制根轨迹的根本依据。而**模值条件则用于确定根轨迹上某一点所对应的参数K值** 39。

根轨迹法的核心价值在于，它允许我们不直接求解高阶代数方程，而是根据开环传递函数的零、极点分布，就能大致描绘出闭环极点的分布情况，从而直观地分析系统性能随参数K的变化趋势 40。

#### **4.2 绘制根轨迹的基本法则**

为了快速、准确地徒手绘制根轨迹，前人总结出了一系列基本法则。这些法则都是相角条件的直接推论 40。设开环传递函数有

n 个极点和 m 个零点。

1. **起点和终点**：根轨迹始于开环极点（当 K=0 时），终于开环零点（当 K→∞ 时）。若 n>m，则有 n−m 条分支趋向于无穷远处的零点。
2. **分支数**：根轨迹的分支数等于开环极点的个数 n。
3. **对称性**：由于特征方程的系数为实数，其根必共轭出现，因此根轨迹关于实轴对称。
4. **实轴上的根轨迹**：实轴上某一段是根轨迹的充要条件是，该段右侧的开环实轴零、极点总数为**奇数**。
5. **渐近线**：当 n>m 时，有 n−m 条分支趋向无穷远，它们的渐近线交于实轴上一点，称为**渐近线交点（质心）** σa​，其角度为 ϕa​。
   * 交点：σa​=n−m∑i=1n​pi​−∑j=1m​zj​​
   * 角度：ϕa​=n−m(2k+1)180∘​，k=0,1,…,n−m−1
6. **分离点与会合点**：根轨迹在实轴上的分离点或会合点，是特征方程有重根的点。这些点可以通过求解 dsdK​=0 或等价的 dsdG0​(s)​=0 得到。
7. **出射角与入射角**：根轨迹离开复数开环极点的切线方向（出射角 θp​）和进入复数开环零点的切线方向（入射角 θz​）可以由相角条件计算得出。
   * 出射角：θp​=(2k+1)180∘−(∑∠(s−zj​)−∑i=k​∠(s−pi​))
   * 入射角：θz​=(2k+1)180∘−(∑j=k​∠(s−zj​)−∑∠(s−pi​))
8. **与虚轴的交点**：根轨迹与虚轴的交点是系统处于临界稳定状态的点。可以通过令 s=jω 代入特征方程，然后分离实部和虚部，使之均为零来求解交点频率 ω 和对应的临界增益 K。此方法与劳斯判据中求临界稳定情况的方法一致。

#### **4.3 利用根轨迹分析系统性能**

根轨迹图是系统所有可能动态行为的“地图”。通过分析这张图，可以深刻理解系统性能 40。

* **稳定性分析**：如果根轨迹的任何分支进入了s平面的右半部分，则系统将随着K的增大而变得不稳定。根轨迹与虚轴的交点决定了系统保持稳定的最大增益 K。
* **动态性能分析**：
  + **响应速度**：闭环极点离虚轴的距离（实部绝对值）越大，响应的衰减速度越快，调节时间 ts​ 越短。
  + **振荡特性**：闭环极点越靠近实轴，阻尼比 ζ 越大，系统的振荡越小，超调量 σ% 越小。可以在s平面上画出恒定阻尼比 ζ 的射线（与负实轴夹角为 β=arccosζ）和恒定自然频率 ωn​ 的圆弧，它们与根轨迹的交点就对应了具有特定性能指标的闭环极点。
* **稳态性能分析**：对于0型系统，可以通过模值条件计算出根轨迹上任意一点对应的增益K，从而确定静态位置误差。

#### **4.4 参数根轨迹与广义根轨迹**

根轨迹法的思想可以推广，用于研究系统中除增益 K 以外的任意一个参数 α（如时间常数、零极点位置等）变化时，闭环极点的变化规律。这种轨迹称为**参数根轨迹** 40。

其绘制方法的核心思想是，通过代数变换，将原特征方程 F(s,α)=0 恒等变形为 1+αG′(s)=0 的形式，然后就可以应用标准根轨迹的绘制法则来绘制参数 α 从0到无穷变化的根轨迹。

### **第五章：频域分析法**

频域分析法是经典控制理论的另一大支柱。它不直接求解闭环极点，而是通过研究系统对正弦输入信号的响应特性（即频率特性），来分析系统的性能。这种方法物理意义明确，尤其在处理带有延迟环节的系统或根据实验数据建模时，具有独特的优势 43。

#### **5.1 频率响应的基本概念**

当一个稳定的线性定常系统输入一个正弦信号 r(t)=Asin(ωt) 时，经过足够长的时间后，其稳态输出 css​(t) 必定也是一个同频率的正弦信号，但幅值和相位会发生变化：

css​(t)=Bsin(ωt+ϕ)

频率特性 G(jω) 就是描述这种变化的复数函数。它与系统传递函数 G(s) 的关系为 43：

G(jω)=G(s)∣s=jω​

频率特性 G(jω) 包含了两个方面的信息：

* **幅频特性 ∣G(jω)∣**：表示在频率 ω 下，输出信号幅值与输入信号幅值之比，即 ∣G(jω)∣=B/A。
* **相频特性 ∠G(jω)**：表示在频率 ω 下，输出信号相对于输入信号的相角变化，即 ∠G(jω)=ϕ。

为了直观地表示频率特性随频率 ω 变化的规律，通常采用两种图形表示法：**奈奎斯特图（Nyquist Plot）和伯德图（Bode Plot）**。

#### **5.2 奈奎斯特（Nyquist）稳定判据**

奈奎斯特稳定判据是频域分析法的核心，它巧妙地将闭环系统的稳定性问题，转化为了分析开环频率特性曲线的几何问题。

##### **5.2.1 幅角原理与奈奎斯特图**

奈奎斯特判据的数学基础是复变函数论中的幅角原理。该原理指出：设s平面上有一条不经过函数 F(s) 的零点或极点的闭合围线 C，当 s 顺时针沿 C 移动一周时，F(s) 的相角变化量 Δ∠F(s) 与 C 所包围的 F(s) 的零点数 Z 和极点数 P 之间有如下关系：

N=−360∘Δ∠F(s)​=Z−P

其中，N 是 F(s) 的轨迹顺时针包围 F(s) 平面原点的圈数 44。

**奈奎斯特图（Nyquist Plot）**，又称极坐标图，是在复平面上绘制的开环频率特性 G(jω)H(jω) 随 ω 从 0 变化到 +∞ 的轨迹 43。为了应用幅角原理，需要将这条曲线补充完整，使其构成一条对应s平面整个右半平面的闭合围线（即奈奎斯特围线）的映射轨迹。

##### **5.2.2 奈奎斯特稳定判据与稳定性分析**

奈奎斯特判据巧妙地将幅角原理应用于闭环系统的特征方程 1+G(s)H(s)=0。令 F(s)=1+G(s)H(s)，则 F(s) 的零点就是闭环系统的极点，而 F(s) 的极点与开环传递函数 G(s)H(s) 的极点相同。

闭环系统稳定，要求 F(s) 在s平面右半部分没有零点，即 Z=0。

根据幅角原理，Z=P+N，其中 P 是开环传递函数在s右半平面的极点数（已知），N 是 F(s)=1+G(s)H(s) 的轨迹包围原点的圈数。

F(s) 的轨迹是 G(s)H(s) 的轨迹（即开环Nyquist图）向右平移一个单位得到的。因此，1+G(s)H(s) 的轨迹包围原点的圈数，就等于 G(s)H(s) 的轨迹包围 (-1, j0) 点 的圈数。

由此得到**奈奎斯特稳定判据** 44：

闭环系统稳定的充要条件是：开环系统的Nyquist图逆时针包围(-1, j0)点的圈数 N 等于开环传递函数在s平面右半平面极点的个数 P。

即 Z=P−N=0⟹N=P。（注意：这里的N定义为逆时针包围的圈数，若用顺时针则为 Z=P+N）。

对于开环稳定的系统（P=0），判据简化为：闭环系统稳定的充要条件是开环Nyquist图不包围(-1, j0)点 46。

##### **5.2.3 稳定裕度：增益裕度和相位裕度**

稳定性只是一个“是”或“否”的问题，而\*\*稳定裕度（Stability Margin）\*\*则定量地描述了系统距离不稳定状态的“远近”，即系统的相对稳定性。

* **相位裕度（Phase Margin, PM 或 γ）**：定义为当开环幅频特性 ∣G(jω)H(jω)∣=1 时，其相频特性 ∠G(jω)H(jω) 与 −180∘ 的差值。即 γ=180∘+∠G(jωgc​)H(jωgc​)，其中 ωgc​ 是增益交越频率。它表示系统在增益不变的情况下，允许的额外相位滞后量 48。
* **增益裕度（Gain Margin, GM 或 Kg​）**：定义为当开环相频特性 ∠G(jω)H(jω)=−180∘ 时，其幅频特性 ∣G(jωpc​)H(jωpc​)∣ 的倒数。即 Kg​=1/∣G(jωpc​)H(jωpc​)∣，其中 ωpc​ 是相位交越频率。它表示系统在相位不变的情况下，允许的额外增益倍数 48。

在Nyquist图上，相位裕度是单位圆与Nyquist曲线交点处的相角与负实轴的夹角；增益裕度是Nyquist曲线与负实轴交点到原点距离的倒数。通常要求相位裕度在 30∘∼60∘ 之间，增益裕度大于 2 (或 6dB)。

#### **5.3 伯德（Bode）图**

伯德图是另一种频率特性图示法，它将幅频特性和相频特性分别绘制在两张图上，横坐标均为对数坐标 logω。

##### **5.3.1 对数频率特性与Bode图的绘制**

* **对数幅频特性**：L(ω)=20log∣G(jω)∣，单位为分贝（dB）。
* **对数相频特性**：ϕ(ω)=∠G(jω)，单位为度（°）。

Bode图最大的优点在于，它将传递函数中各环节的**乘除运算转换为了图形上的加减运算**，极大地方便了复杂系统频率特性的绘制。特别是**渐近线法**，使得我们可以快速地徒手绘制出Bode图的近似曲线 50。

**绘制步骤** 50：

1. **标准化**：将开环传递函数 G(s) 化为**时间常数形式**的乘积，如 G(s)=Ksγ∏(τj​s+1)∏(Ti​s+1)​。
2. **分解**：将 G(s) 分解为比例、积分/微分、一阶、二阶等典型环节的乘积。
3. **单独绘制**：分别绘制出每个典型环节的Bode图渐近线。
   * **比例环节K**：幅频图为水平线 20logK，相频图为0°线。
   * **积分环节 1/s**：幅频图为斜率-20dB/dec、过 ω=1 点的直线，相频图为-90°线。
   * **微分环节 s**：幅频图为斜率+20dB/dec、过 ω=1 点的直线，相频图为+90°线。
   * **一阶环节 1/(Ts+1)**：在转折频率 ω=1/T 之前，幅频图为0dB线；之后为-20dB/dec的斜线。相频图从0°变化到-90°。
4. **叠加**：将所有环节的Bode图在对数坐标上直接相加，即可得到系统总的Bode图。

##### **5.3.2 利用Bode图分析系统性能**

Bode图同样可以用来分析系统的稳定性和稳定裕度 52。

* **对数稳定判据**：对于开环稳定的最小相位系统，其闭环系统稳定的充要条件是：在**增益交越频率 ωgc​**（即幅频特性曲线穿越0dB线的频率）处，其相位裕度为正（即相角大于-180°）46。
* **稳定裕度计算**：
  + 在Bode图上找到增益交越频率 ωgc​，在该频率下读取相角 ϕ(ωgc​)，则相位裕度 PM=180∘+ϕ(ωgc​)。
  + 在Bode图上找到相位交越频率 ωpc​（即相频特性曲线穿越-180°线的频率），在该频率下读取幅值 L(ωpc​)，则增益裕度 GM=−L(ωpc​) (dB)。

#### **5.4 闭环频率特性与尼科尔斯（Nichols）图**

除了分析开环频率特性，有时也需要了解闭环系统的频率特性，如闭环谐振峰值 Mr​ 和带宽频率 ωb​，这些指标直接关系到系统的动态性能。

\*\*尼科尔斯图（Nichols Chart）\*\*是一种在对数幅频-相频坐标系中绘制的开环频率特性曲线。通过在尼科尔斯图上叠加等M圆（恒定闭环幅值）和等N圆（恒定闭环相位）的网格，可以非常方便地由开环特性直接读出闭环系统的频率特性指标，并进行系统设计与校正 54。

### **第六章：控制系统的校正与设计**

当一个原始设计的控制系统无法满足“稳、准、快”的性能指标时，就需要引入额外的部件或环节，对其进行改造，这一过程称为\*\*系统校正（Compensation）\*\*或设计。其本质是在性能指标的权衡空间中，通过改变系统结构来寻找一个更优的平衡点。

#### **6.1 校正的基本概念与方法**

校正装置（Compensator）：为改善系统性能而附加的装置。

校正方式 55：

* **串联校正（Series Compensation）**：将校正装置串联在前向通道中，这是最常用、最基本的方式。
* **反馈校正（Feedback Compensation）**：将校正装置放在局部反馈回路中。
* **复合校正（Composite Compensation）**：结合前馈和反馈控制。

本章主要讨论基于频率法和根轨迹法的串联校正设计。

#### **6.2 串联校正设计**

串联校正的核心思想是，设计一个校正装置 Gc​(s)，用其频率特性去修改原系统 G0​(s) 的开环频率特性，使得校正后的系统 G(s)=Gc​(s)G0​(s) 能够满足所有性能指标 55。

##### **6.2.1 超前校正**

**原理**：超前校正利用校正网络提供的\*\*正相角（相位超前）\*\*来增大系统的相位裕度，从而改善系统的动态性能 55。

传递函数：Gc​(s)=1+Ts1+αTs​，其中 α>1。

Bode图特点：在频率从 1/(αT) 到 1/T 的区间内提供正的相角，最大超前角在 ωm​=1/(Tα​) 处取得。同时，它会抬高系统的中高频段幅值。

影响：

* **优点**：增大相位裕度，提高系统稳定性；增大截止频率 ωc​，加快响应速度，减小调节时间 ts​。
* 缺点：对稳态误差改善不明显；放大高频噪声。  
  适用场合：原系统动态性能差（稳定裕度不足），但稳态性能尚可或对稳态性能要求不高的情况 55。

**设计步骤（频率法）** 55：

1. 根据稳态误差要求确定开环增益 K。
2. 绘制原系统 G0​(s) 的Bode图，确定其相位裕度 γ0​。
3. 计算所需的总超前相角 ϕm​=γ∗−γ0​+(5∘∼12∘)，其中 γ∗ 是期望相位裕度，附加项是裕量。
4. 根据 ϕm​ 计算参数 α=1−sinϕm​1+sinϕm​​。
5. 在原系统Bode图上，找到幅值为 −10logα 的频率点，将该点选为新的截止频率 ωc′​。
6. 令 ωm​=ωc′​，计算出 T=1/(ωc′​α​)。
7. 得到校正装置 Gc​(s)，并验算校正后系统的性能。

##### **6.2.2 滞后校正**

**原理**：滞后校正利用校正网络在**高频段的幅值衰减**特性，将系统的截止频率 ωc​ 向低频移动，移动到原系统相角滞后较小、相位裕度足够的频段，从而在不牺牲甚至改善稳态性能的前提下，提高相对稳定性 55。

传递函数：Gc​(s)=1+Ts1+βTs​，其中 β<1。

Bode图特点：在低频段幅值为0dB，高频段幅值为 20logβ（负值），起到衰减作用。同时，它会引入负的相角（相位滞后）。

影响：

* **优点**：在不改变高频特性的情况下，可以提高系统的低频增益，从而显著减小稳态误差。
* 缺点：使系统响应速度变慢（截止频率降低）；引入的相位滞后可能对稳定性不利，设计时需小心。  
  适用场合：原系统动态性能（响应速度）满足要求甚至过快，但稳态误差过大，需要改善稳态精度的场合 55。

**设计步骤（频率法）** 55：

1. 根据稳态误差要求确定开环增益 K。
2. 绘制原系统 G0​(s) 的Bode图。
3. 根据期望的相位裕度 γ∗，在原系统的相频图上找到对应相角为 γ∗−180∘+(5∘∼12∘) 的频率点，将其作为校正后的截止频率 ωc′​。
4. 在 ωc′​ 处，读取原系统的幅值 L(ωc′​)。所需衰减量即为 L(ωc′​)。
5. 令 20logβ=−L(ωc′​)，计算出参数 β。
6. 为使校正装置的相角滞后对 ωc′​ 影响最小，取其上一个转折频率 1/(βT)=(0.1∼0.2)ωc′​，由此计算出 T。
7. 得到校正装置 Gc​(s)，并验算。

##### **6.2.3 滞后-超前校正**

**原理**：当系统动态性能和稳态性能都无法满足要求时，单一的超前或滞后校正往往无能为力。滞后-超前校正综合了两者的优点，利用其滞后部分改善稳态性能，利用其超前部分改善动态性能 55。

传递函数：Gc​(s)=1+T1​s1+βT1​s​⋅1+T2​s1+αT2​s​，其中 β>1,α<1 (通常取 αβ=1)。

影响：可以同时提高低频增益、增大相位裕度，而对截止频率影响较小。

适用场合：对稳态和瞬态性能都有较高要求的系统 55。其设计过程是超前和滞后校正设计方法的结合，更为复杂。

**表格 6-1: 串联校正装置特性对比**

| 校正方法 | 传递函数形式 (a>1,b<1) | 主要作用 | 对性能的影响 | 适用场合 |
| --- | --- | --- | --- | --- |
| **超前校正** | 1+Ts1+aTs​ | 提供相位超前 | 改善动态性能，加快响应，可能增大高频噪声 | 动态性能不足，稳态性能尚可 |
| **滞后校正** | 1+Ts1+bTs​ | 高频幅值衰减 | 改善稳态性能，减小稳态误差，响应变慢 | 稳态性能不足，动态性能尚可 |
| **滞后-超前校正** | 1+aT1​s1+T1​s​1+T2​s1+aT2​s​ | 综合作用 | 同时改善动态和稳态性能 | 动态和稳态性能均不满足要求 |

#### **6.3 PID控制器设计与整定**

PID（Proportional-Integral-Derivative，比例-积分-微分）控制器是工业过程控制中应用最广泛的控制器，超过95%的控制回路都在使用PID或其变种（如PI）56。它结构简单、鲁棒性好、易于实现，是经典控制理论高度浓缩和工程化的结晶。

##### **6.3.1 P, I, D 各环节的作用分析**

PID控制器的控制规律为 56：

u(t)=Kp​e(t)+Ki​∫0t​e(τ)dτ+Kd​dtde(t)​

其中 e(t) 是偏差信号，Kp​,Ki​,Kd​ 分别是比例、积分、微分增益。

* **比例环节（P）** 56：
  + **作用**：对当前偏差做出即时反应，偏差越大，控制作用越强。
  + **影响**：增大 Kp​ 能加快系统响应速度（减小上升时间），减小稳态误差。但过大的 Kp​ 会导致系统超调量增大，甚至使系统不稳定。
* **积分环节（I）** 56：
  + **作用**：累积过去的误差。只要误差存在，积分作用就会持续增强，直到误差被完全消除。
  + **影响**：主要目的是**消除稳态误差**。引入积分环节可以使系统对阶跃输入实现无差控制。但积分作用会降低系统的响应速度，并可能增加超调。增大 Ki​ 会加剧这种趋势。
* **微分环节（D）** 56：
  + **作用**：根据误差的变化率（即“预测”未来误差）进行控制。当误差变化快时，施加一个强的抑制作用。
  + **影响**：主要作用是**增加系统阻尼，抑制超调，改善动态性能**。它能“预见”到输出即将超过设定值，从而提前减小控制作用，防止过冲。微分作用对稳态误差无影响，但对高频噪声非常敏感，可能放大噪声干扰。

##### **6.3.2 Ziegler-Nichols整定方法**

如何确定PID的三个参数 Kp​,Ki​,Kd​ 是一个核心问题。Ziegler-Nichols（Z-N）整定法是一种经典的、基于实验的工程整定方法，它简单易行，能为大多数工业过程提供一组“还不错”的初始参数 60。

**方法一：闭环临界振荡法（频率响应法）** 60

1. **步骤**：将控制器置于纯比例（P）控制模式（Ki​=0,Kd​=0）。从小到大逐渐增加比例增益 Kp​，直到系统输出出现等幅振荡。记录下此时的增益，称为**临界增益 Ku​**，并测量振荡周期，称为**临界周期 Tu​**。
2. **参数计算**：根据下表计算PID参数。

**方法二：开环阶跃响应法（过程反应曲线法）** 60

1. **步骤**：在开环状态下，给系统一个阶跃输入，记录其输出响应曲线（过程反应曲线）。从曲线上量取三个特征参数：过程延迟时间 L、过程反应速率 R（或等效的时间常数 T=A/R，A为阶跃幅度）。
2. **参数计算**：根据下表计算PID参数。

**表格 6-2: Ziegler-Nichols PID参数整定规则**

| 控制器类型 | **临界振荡法** | **阶跃响应法** |
| --- | --- | --- |
| **P** | Kp​=0.5Ku​ | Kp​=LT​ |
| **PI** | Kp​=0.45Ku​  Ti​=Tu​/1.2 | Kp​=0.9LT​  Ti​=L/0.3 |
| **PID** | Kp​=0.6Ku​  Ti​=Tu​/2  Td​=Tu​/8 | Kp​=1.2LT​  Ti​=2L  Td​=0.5L |
| *注：Ki​=Kp​/Ti​,Kd​=Kp​Td​。表中的公式为经典形式，不同文献可能有细微差异。* |  |  |

Z-N法整定的参数通常偏向于较快的响应和较好的扰动抑制，但可能会产生约25%的超调 61。因此，这组参数常作为进一步手动微调的起点。

### **第三部分：现代控制理论——状态空间分析**

经典控制理论以传递函数为基础，在处理单输入单输出（SISO）线性定常系统时非常有效。然而，面对多输入多输出（MIMO）、时变或非线性系统，其局限性便显现出来。现代控制理论采用状态空间法，为分析和设计更复杂的系统提供了统一而强大的框架。

#### **第七章：线性系统的状态空间描述**

##### **7.1 状态变量与状态空间**

状态空间法的核心是“状态”的概念。它打破了传递函数“黑盒”式的输入输出描述，转而深入系统内部，描述其内在的动态演化过程。

* **状态变量（State Variables）**：能够完全描述系统动态行为的**最小一组**独立变量。这组变量在任意时刻 t0​ 的值，连同 t≥t0​ 的输入，就足以完全确定系统在 t≥t0​ 的所有未来行为 63。例如，在RLC电路中，电感电流和电容电压可以作为状态变量，因为它们代表了系统的储能状态。
* **状态向量（State Vector）**：由n个状态变量组成的列向量 x(t)。
* **状态空间（State Space）**：以n个状态变量为坐标轴构成的n维空间。系统在任一时刻的状态，都对应状态空间中的一个点。随着时间推移，这个点在状态空间中描绘出的轨迹，称为**状态轨迹** 63。

状态变量的选择并不唯一，但对于一个给定的n阶系统，所需的状态变量个数是唯一的，即n。不同的状态变量选择，只是对同一个系统状态的不同坐标系描述，系统的内在物理特性（如稳定性）并不会因此改变。

##### **7.2 状态空间表达式的建立**

状态空间表达式（State-Space Representation），又称动态方程，由**状态方程**和**输出方程**两部分组成 63。

对于一个线性定常系统，其状态空间表达式的标准形式为 64：

* **状态方程**：x˙(t)=Ax(t)+Bu(t)
* **输出方程**：y(t)=Cx(t)+Du(t)

其中：

* x(t) 是 n×1 的状态向量。
* u(t) 是 m×1 的输入向量。
* y(t) 是 q×1 的输出向量。
* A 是 n×n 的**系统矩阵**（或状态矩阵），描述系统内部状态之间的耦合关系。
* B 是 n×m 的**输入矩阵**（或控制矩阵），描述输入如何影响状态。
* C 是 q×n 的**输出矩阵**，描述状态如何组合成输出。
* D 是 q×m 的**直接传递矩阵**，描述输入对输出的直接影响（在多数物理系统中为零）。

这种一阶向量微分方程的形式，天然地适用于多输入多输出系统，并且非常适合在计算机上进行数值求解和仿真。

##### **7.3 传递函数与状态空间模型的转换**

传递函数模型和状态空间模型是描述同一线性定常系统的两种不同方法，它们之间可以相互转换。

从状态空间模型到传递函数矩阵：

对状态方程和输出方程两边取拉普拉斯变换（设初始条件为零），可得：

sX(s)=AX(s)+BU(s)Y(s)=CX(s)+DU(s)

由第一个式子解出 X(s)=(sI−A)−1BU(s)，代入第二个式子，得到：

Y(s)=U(s)

因此，系统的传递函数矩阵为 64：

G(s)=C(sI−A)−1B+D

对于SISO系统，G(s) 是一个标量传递函数。

从传递函数到状态空间模型：

这种转换不唯一。对于一个给定的传递函数，可以构造出多种不同的状态空间表达式，它们在数学上是等价的（通过线性变换可以相互转换）。常见的标准形式有能控标准型和能观标准型等。

#### **第八章：线性系统的状态空间分析**

##### **8.1 状态转移矩阵及其计算**

在没有输入的情况下（u(t)=0），状态方程变为齐次方程 x˙(t)=Ax(t)。其解为：

x(t)=eA(t−t0​)x(t0​)

其中，矩阵指数函数 eAt 被定义为状态转移矩阵，记为 Φ(t) 65。

Φ(t)=eAt=L−1[(sI−A)−1]

状态转移矩阵描述了系统状态在没有外部输入时，如何从一个时刻自然地转移到另一个时刻。它在系统响应分析中扮演着核心角色。

对于有输入的非齐次状态方程，其完全解为：

$$ \mathbf{x}(t) = e^{\mathbf{A}(t-t\_0)}\mathbf{x}(t\_0) + \int\_{t\_0}^{t} e^{\mathbf{A}(t-\tau)}\mathbf{B}\mathbf{u}(\tau)d\tau $$

第一项是零输入响应（由初始状态引起），第二项是零状态响应（由输入引起）。

##### **8.2 系统的能控性与能观性**

能控性和能观性是现代控制理论中的两个基本概念，由卡尔曼提出。它们是进行有效控制和状态估计的物理前提，深刻揭示了系统的内在结构特性。

###### **8.2.1 能控性及其判据**

**能控性（Controllability）** 回答了这样一个问题：“我们能否通过操纵输入，在有限时间内，将系统的状态从任意一个初始位置驱动到任意一个期望的终端位置？” 64。如果答案是肯定的，则系统是

**完全能控**的。一个不可控的系统意味着其内部存在某些“模式”或“状态”，是外部输入无论如何也无法影响的。

**能控性判据**：对于线性定常系统 (A,B)，其完全能控的充要条件是，由 A 和 B 构造的**能控性矩阵** Qc​ 是满秩的 64：

Qc​=rank(Qc​)=n

能控性矩阵的结构深刻地揭示了控制信号的传播路径。B 列代表输入直接影响状态变化率的路径，AB 列代表输入经过一次系统动态（A）后对状态变化率的影响，以此类推。如果这个矩阵满秩，意味着输入信号 u 能够通过直接和各种间接的动态路径，最终影响到状态空间中的所有维度。

###### **8.2.2 能观性及其判据**

**能观性（Observability）** 回答了另一个问题：“我们能否仅通过观测有限时间内的系统输出，来唯一地确定系统在初始时刻的状态？” 64。如果答案是肯定的，则系统是

**完全能观**的。一个不可观的系统意味着其内部存在某些状态的变化，是完全无法从输出端反映出来的。

**能观性判据**：对于线性定常系统 (A,C)，其完全能观的充要条件是，由 A 和 C 构造的**能观性矩阵** Qo​ 是满秩的 64：

$$ \mathbf{Q}\_o = \begin{bmatrix} \mathbf{C} \ \mathbf{CA} \ \mathbf{CA}^2 \ \vdots \ \mathbf{CA}^{n-1} \end{bmatrix} $$$$ \text{rank}(\mathbf{Q}\_o) = n$$

###### **8.2.3 对偶原理**

能控性与能观性之间存在一种优美的数学关系，称为**对偶原理**。系统 (A,B) 的能控性问题，等价于其对偶系统 (AT,CT) 的能观性问题，其中 C=BT。反之亦然。这一原理极大地简化了许多理论的证明。

#### **第九章：状态空间中的系统设计**

状态空间法不仅提供了强大的分析工具，更重要的是，它带来了全新的系统设计方法，实现了从“分析”到“综合”的飞跃。

##### **9.1 极点配置**

**极点配置（Pole Placement）** 是现代控制理论中最基本也是最重要的设计思想。它指出：**如果一个系统是完全能控的，那么通过施加线性状态反馈，可以任意地配置闭环系统的极点** 64。

闭环系统的极点决定了系统的动态性能。能够任意配置极点，就意味着我们可以**主动地设计**系统的动态响应，使其满足任意给定的性能指标（如调节时间、超调量等），而不再是被动地分析和接受系统原有的性能。这一结论深刻地揭示了能控性的工程意义 67。

##### **9.2 状态反馈控制器设计**

实现极点配置的控制律是**状态反馈**，其形式为 64：

u(t)=−Kx(t)+v(t)

其中 K 是 m×n 的状态反馈增益矩阵，v(t) 是新的外部参考输入。

将该控制律代入原状态方程，得到闭环系统的状态方程：

x˙(t)=(A−BK)x(t)+Bv(t)

闭环系统的动态特性由矩阵 (A−BK) 的特征值决定，这些特征值就是闭环极点。控制器设计的任务就是，根据期望的闭环极点位置，求解出相应的反馈增益矩阵 K。

求解 K 的方法有多种，如直接比较法、使用**阿克曼（Ackermann）公式**等。MATLAB等现代计算工具也提供了acker和place等函数，可以方便地完成这一计算 64。

##### **9.3 状态观测器设计**

状态反馈的一个实际障碍是，在许多应用中，系统的所有状态变量并不能都直接测量得到。为了解决这个问题，需要设计**状态观测器（State Observer）** 65。

状态观测器的思想是：构造一个与原系统具有相同动态结构的“虚拟系统”，该虚拟系统同样接收原系统的输入 u(t)。然后，将虚拟系统的输出与原系统的实际输出 y(t) 进行比较，利用这个差值来修正虚拟系统的状态，使其能快速地跟踪并收敛到原系统的真实状态。

设计状态观测器的前提是系统必须是**完全能观**的。如果系统能观，就可以设计观测器，使其估计误差以任意快的速度收敛于零。

将状态反馈与状态观测器结合，即用观测器估计出的状态 x^(t) 来代替真实状态 x(t) 进行反馈（u=−Kx^），就构成了一个完整的、可在工程中实现的控制器。现代控制理论中的**分离原理**保证了我们可以独立地设计状态反馈控制器（确定K）和状态观测器，然后将它们组合在一起，而闭环系统的极点将由控制器设计的极点和观测器设计的极点共同组成。这个“观测器-控制器”的架构是现代控制系统设计的基石。

### **第四部分：高级与前沿专题**

#### **第十章：离散时间与数字控制系统**

随着数字计算机的普及，绝大多数现代控制系统都是以数字形式实现的，即**数字控制系统**。这要求我们将连续时间系统理论扩展到离散时间领域。

##### **10.1 数字控制系统概述**

一个典型的数字控制系统由被控对象（连续）、A/D转换器（采样器）、数字控制器（计算机）、D/A转换器（保持器）等部分组成 54。其核心是将连续的模拟信号通过

**采样**和**量化**转换为离散的数字序列，由计算机进行处理，再将计算出的数字控制序列通过**保持器**转换为连续信号去控制对象。这一过程的本质是“时间”的离散化和“数值”的数字化。

##### **10.2 Z变换理论基础**

**Z变换**是分析离散时间系统的核心数学工具，其在离散系统中的地位完全等同于拉普拉斯变换在连续系统中的地位 68。

**定义**：对于一个离散时间序列 f(k)，其（单边）Z变换定义为 69：

F(z)=Z[f(k)]=k=0∑∞​f(k)z−k

其中，z 是一个复变量。Z变换将一个离散时间序列映射为复变量 z 的函数。

Z变换同样具有线性、时移、卷积等一系列重要性质，并且可以通过部分分式展开等方法求反变换。

Z平面与s平面的映射关系：

Z变换与拉普拉斯变换通过采样过程联系在一起。其映射关系为 z=esT，其中 T 是采样周期 68。这个关系至关重要，因为它决定了离散系统与连续系统在稳定性和动态特性分析上的异同。

##### **10.3 离散系统分析**

* **脉冲传递函数**：在Z域中，离散系统的输入输出关系由**脉冲传递函数** G(z) 描述，它定义为零初始条件下，输出序列的Z变换与输入序列的Z变换之比 68。G(z)=U(z)Y(z)​  
    
  它等同于系统单位脉冲响应 g(k) 的Z变换。
* 离散系统的稳定性：  
  由于映射关系 z=esT，s平面的左半平面（Re(s)<0）被映射到z平面的单位圆内部（∣z∣<1）。因此，连续系统稳定的边界是虚轴，而离散系统稳定的边界是单位圆。  
  离散LTI系统稳定的充要条件是：其脉冲传递函数 G(z) 的所有极点都位于z平面的单位圆内部 70。

离散系统的分析方法，如时域分析、根轨迹法、频域分析等，都可以从连续系统理论中平行地移植过来，只需将拉普拉斯变换替换为Z变换，将s平面替换为z平面即可。

#### **第十一章：非线性与智能控制概览**

线性系统理论虽然强大，但它建立在理想化的假设之上。现实世界中绝大多数系统都存在非线性特性。处理这些复杂系统，需要更高级的控制理论。

##### **11.1 非线性系统简介**

非线性系统不满足叠加原理，其行为远比线性系统复杂。它们可能表现出线性系统所没有的特有现象，如 71：

* **多平衡点**：系统可能存在多个稳定的或不稳定的平衡点。
* **极限环**：系统状态可能收敛到一个孤立的周期性轨道，而不是一个点。
* **分岔与混沌**：系统行为可能随参数的微小变化发生质的突变，甚至表现出不可预测的混沌现象。

分析非线性系统的方法主要有 3：

* **相平面法**：用于分析二阶非线性系统的图形化方法。
* **描述函数法**：一种近似的频域分析方法，用于预测非线性系统的自振荡（极限环）。
* **反馈线性化**：通过非线性状态反馈和坐标变换，将非线性系统精确地转化为一个等效的线性系统，然后应用线性控制理论进行设计。
* **李雅普诺夫稳定性理论**：一种强大的、无需直接求解系统方程就能判断稳定性的方法，通过构造一个类似“能量”的李雅普诺夫函数来实现。

##### **11.2 自适应控制基本思想**

**自适应控制（Adaptive Control）** 主要用于处理参数未知或随时间缓慢变化的系统 73。其核心思想是，控制器能够在线地“学习”或“辨识”被控对象的特性，并据此自动调整自身的参数或结构，以始终保持最优或满意的控制性能 71。

常见的自适应控制方案有模型参考自适应控制（MRAC）和自校正调节器（STR）。MRAC通过调整控制器参数，使闭环系统的输出去跟踪一个具有理想性能的参考模型的输出。

##### **11.3 最优控制基本思想**

**最优控制（Optimal Control）** 的目标是在满足所有物理约束的条件下，寻找一个控制策略（控制输入的时间函数），使得某个预先定义的性能指标函数（如时间最短、燃料消耗最少、误差积分最小等）达到极值（最大或最小）73。

最优控制是控制理论中数学性最强的分支之一，其理论基础包括：

* **变分法**：处理泛函极值问题的经典数学方法。
* **庞特里亚金极大值原理**：变分法在控制问题上的推广，给出了最优控制必须满足的必要条件。
* **动态规划**：由贝尔曼提出，通过倒序求解，将一个复杂的多阶段决策问题分解为一系列简单的单阶段问题，其核心是贝尔曼最优性原理和HJB方程 73。

近年来，随着计算能力的增强，结合了最优控制、自适应控制和人工智能思想的**自适应动态规划（ADP）或强化学习（RL）**，已成为解决复杂非线性系统最优控制问题的前沿热点 76。

#### **第十二章：自动控制的应用与展望**

自动控制理论是现代工业和科技的“隐形”基石，其应用无处不在，深刻地改变了世界的面貌。

##### **12.1 工业过程控制**

在化工、冶金、电力等流程工业中，自动控制是确保生产过程安全、稳定、高效和低耗的核心技术。以化工过程控制为例，应用场景包括 78：

* **分布式控制系统（DCS）**：如艾默生的DeltaV系统，对整个工厂的温度、压力、流量、液位等成百上千个变量进行集中监控和分散控制。
* **可编程逻辑控制器（PLC）**：用于实现设备的顺序控制、逻辑联锁和安全保护 80。
* **先进过程控制（APC）**：在基本控制之上，应用模型预测控制、最优控制等先进策略，进一步优化产品质量和能源效率。

##### **12.2 航空航天与机器人技术**

自动控制在航空航天和机器人等尖端科技领域扮演着无可替代的关键角色。

* **航空航天** 81：
  + **飞行控制系统**：飞机的自动驾驶仪、姿态稳定系统，是典型的多变量反馈控制系统 82。
  + **航空发动机控制**：FADEC（全权限数字电子控制系统）对发动机的燃油、空气流量等进行精确控制，以适应复杂的飞行包线。F35B发动机甚至采用了先进的基于模型逆的多变量控制技术 83。
  + **自主导航与制导**：导弹的精确制导、卫星的轨道保持、火星车（如“毅力号”）的自主导航和地形规避，都依赖于最优控制、卡尔曼滤波和智能控制等高级控制技术 84。
  + **预测性维护与燃油优化**：航空公司（如空客）利用基于AI的控制和预测模型，对飞机进行健康管理和预测性维护，并优化飞行剖面以节省燃油 81。
* **机器人技术** 85：
  + **工业机器人**：KUKA等公司的机械臂在汽车制造等领域进行高精度的点焊、喷漆、装配等作业，其核心是多关节运动的伺服控制 85。
  + **移动机器人**：自主移动机器人（AMR）和自动导引车（AGV）在仓储物流（如海柔创新、未来机器人）和制造业中，利用SLAM（同步定位与建图）等技术实现自主导航和物料搬运 86。
  + **医疗与服务机器人**：手术机器人（如骨圣元化）通过主从控制实现微创手术；康复机器人利用力反馈和自适应控制辅助病人进行康复训练 87；配送、清洁等服务机器人已在餐饮、酒店等场景广泛应用 86。

##### **12.3 未来发展趋势**

自动控制理论正与人工智能、大数据、网络技术深度融合，呈现出新的发展趋势：

* **从“基于模型”到“数据驱动”**：传统控制严重依赖精确的数学模型。而面对日益复杂的系统，建立精确模型变得困难。未来的控制将更多地从海量运行数据中直接学习控制策略，即数据驱动控制 76。例如，宝钢利用工业大数据和AI大模型，实现了对高炉炼铁过程的智能控制和钢材表面缺陷的高精度识别，显著提升了生产效率和产品质量 12。
* **智能自主控制**：深度强化学习等AI技术的发展，使得控制器能够像人一样，在与环境的交互中自主学习和进化，以完成复杂的、非结构化的任务。例如，利用深度强化学习算法对桥梁的合成射流进行智能流动控制，以抑制涡激振动 88。
* **网络化控制系统（NCS）**：随着物联网的发展，传感器、执行器和控制器通过网络连接，形成了网络化控制系统。这带来了灵活性和低成本，但也引入了网络延迟、丢包、安全等新的挑战。
* **人机协同控制**：未来的自动化系统将不再是简单的“无人化”，而是更加强调人与机器的协同智能。控制系统将成为增强人类能力的工具，实现更高效、更安全的“人在环中”的控制 2。

自动控制的理论和实践仍在不断演进，它将继续作为推动科技进步和社会发展的核心驱动力之一，塑造着我们未来的世界。

### **附录**

#### **附录A：推荐教材与参考资料**

学习自动控制原理，选择一本好的教材至关重要。以下是基于研究资料和业界共识推荐的一些经典中英文教材 89：

**中文经典教材**：

1. **《自动控制原理》- 胡寿松**：国内使用最广泛、影响力最大的教材之一，内容全面，体系严谨，例题和习题丰富，非常适合作为入门和考研的主要参考书。
2. **《自动控制原理》- 吴麒**：清华大学自动化系的经典教材，理论深度和工程背景结合得很好，采用“数学描述统一，工程处理分开”的方法处理经典与现代控制理论，逻辑清晰。
3. **《自动控制原理》- 程鹏、王艳东**：北京航空航天大学的国家级精品课程配套教材，结合了MOOC课程，教学资源丰富。

**英文经典教材**：

1. ***Modern Control Systems* - Richard C. Dorf & Robert H. Bishop**：国际上广受欢迎的经典教材，内容新颖，案例丰富，紧跟技术发展，并强调使用MATLAB等现代工具进行分析和设计。
2. ***Feedback Control of Dynamic Systems* - Gene F. Franklin, J. David Powell & Abbas Emami-Naeini**：另一本享誉国际的经典教材，从物理概念出发，深入浅出，强调设计思想。
3. ***Control Systems Engineering* - Norman S. Nise**：以其清晰的讲解和大量的实例著称，对初学者非常友好。

#### **附录B：MATLAB在自动控制中的应用简介**

MATLAB及其控制系统工具箱（Control System Toolbox）是进行自动控制系统分析与设计的标准工业软件和学术研究工具。它将复杂的理论计算封装在简单的命令中，使工程师和学生能将精力集中在控制问题本身，而不是繁琐的数学运算上 46。

**MATLAB的主要应用**：

* **模型建立**：可以方便地创建和转换传递函数（tf）、零极点增益（zpk）和状态空间（ss）等多种模型 64。
* **时域分析**：绘制阶跃响应（step）、脉冲响应（impulse）曲线，并自动标注上升时间、超调量等性能指标。
* **根轨迹分析**：绘制根轨迹图（rlocus），并可以在图上交互式地选择闭环极点，获取对应的增益和性能。
* **频域分析**：绘制Bode图（bode）、Nyquist图（nyquist）和Nichols图（nichols），并计算稳定裕度（margin）46。
* **控制器设计**：提供了用于PID参数整定（PID Tuner App）、极点配置（acker, place）64、线性二次型调节器（LQR）等设计的专用工具和函数。
* **仿真**：Simulink提供了一个图形化的仿真环境，可以通过拖拽模块来搭建复杂的控制系统模型，并进行动态仿真，直观地观察系统行为。

掌握MATLAB的使用，是现代控制工程师和研究人员必备的基本技能。

#### 引用的著作

1. 自动控制原理第一章自动控制原理的一般概念, 访问时间为 六月 26, 2025， <https://mypage.just.edu.cn/_upload/article/files/2b/a6/1293c58149ed88fbbb90afec835d/a32f610d-81e4-4d7e-b059-2632d5dda148.pdf>
2. 系统控制漫谈 - 中国自动化学会控制理论专业委员会, 访问时间为 六月 26, 2025， <http://tcct.amss.ac.cn/sc-journal/2024/202401/20240155.pdf>
3. 机械, 访问时间为 六月 26, 2025， <https://kcsz.zwu.edu.cn/_upload/article/files/87/27/37cc4d7a46c3b35d7d93f91e156c/ab3401a6-60e7-45d8-800c-baef8e8e952f.pptx>
4. 控制系統- 維基百科，自由的百科全書, 访问时间为 六月 26, 2025， <https://zh.wikipedia.org/zh-tw/%E6%8E%A7%E5%88%B6%E7%B3%BB%E7%B5%B1>
5. 学科史林 - 中国自动化学会控制理论专业委员会, 访问时间为 六月 26, 2025， <http://tcct.amss.ac.cn/sc-journal/2014/201401/20140162.pdf>
6. 离心式调速器 - 维基百科, 访问时间为 六月 26, 2025， <https://zh.wikipedia.org/zh-cn/%E9%9B%A2%E5%BF%83%E8%AA%BF%E9%80%9F%E5%99%A8?oldformat=true>
7. 自动化技术的过去、现在和将来（之一）, 访问时间为 六月 26, 2025， <https://ia.cas.cn/kxcb/kpwz/200804/t20080414_2299221.html>
8. 《自动控制原理》考试大纲, 访问时间为 六月 26, 2025， <http://saee.ustb.edu.cn/attach/file/p/2631d3dc9a46be0041edc7f0d631e640.pdf>
9. 開環和閉環控制系統｜高鹿興業有限公司, 访问时间为 六月 26, 2025， <https://www.genndih.com/cht/faq/%E5%85%B6%E5%AE%83%E7%94%A2%E5%93%81/Open-and-closed-loop-control-systems>
10. 自动控制系统的稳定性----中国科学院自动化研究所, 访问时间为 六月 26, 2025， <http://www.ia.cas.cn/kxcb/kpwz/200502/t20050228_2299204.html>
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